


setting

VQA：
    dataset：MovieChat-1K dataset（1000 for 9.13min）
    1. global ：requires processing the entire video and answering 
questions about its content
    2. breakpoint ： processing the video up to a specific timestamp 
and answering questions about the event at that point
    metric：acc；score
Temporal Grounding：
    dataset：Charades-STA
    metric：mIoU；R@XX



motivation

Challenges：
1. self-attention mechanisms
require substantial memory that 
scales quadratically with
the number of tokens, making long 
video processing computationally 
intensive
2. struggle to effectively model 
temporal dependencies over 
extended sequences

use Q-Former structure to compress 
spatial information

use memory-informed method to preserve 
temporal fidelity



overview



method

Instructed Memory Architecture Perceiver Block



method
Dynamic Frame Selection 1. Instruction based selection

compute the attention matrix between
I and contents of M select top L frames set Z_l
2. Clustering

select top K  (σl × ρl) frames features Z  

final input：<M, spec, Z>



method

Training

Multimodal Pretraining Stage:
contrastive learn

Instruction Tuning Stage:



experiment
long video QA

short video QA
Temporal grounding





setting

Long-Trem Video Understanding
dataset：LVU
content understanding and metadata prediction tasks

Video Captioning：
dataset：MSRVTT；MSVD；YouCook2
metric：METEOR“语义正确性” / CIDEr“表述符合共识”

 



motivation
Observation
1. Only a subset of visual tokens exhibits high correlations to the text query within a frame
2. Correlation varies across different layers

Adaptive Memory Reduction with 
Cross-Modality Attention



overview



method
 Adaptive Memory Reduction with CrossModality Attention



experiment


