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Incremental learning
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Incremental learning
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Incremental learning
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Definition 1. Class-Incremental Learning aims to learn from an
evolutive stream with new classes. Assume there is a sequence of B
training task {Dl D2 ... DB } without overlapping classes,
where Db = (

training instances. X € R™ is an instance of class yf ey, Y, is
the label space of task b, where Yy, N Yy = @ for b #+ b'. We can
only access data from D° when training task b. The ultimate goal
of CIL is to continually build a classification model for all classes.
In other words, the model should not only acquire the knowledge
from the current task DY but also preserve the knowledge from
former tasks. After each task, the trained model is evaluated over
all seen classes YV, = Y1 U --- Y. Formally, CIL aims to fit a

Xis ?Jz )} i=) ! is the b-th incremental step with ny

[1] Zhou D W, Wang Q W, Qi Z H, et al. Class-incremental learning: A survey[J]. IEEE Transactions on Pattern Analysis and Machine Intelligence,
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Gated Integration of Low-Rank Adaptation for Continual Learning of Large Language Models

Task & Setting: Continual Learning, LLM (T5. Llama-2. Llama-3) ,
Low-Rank Adaptation ( LoRA )

Datasets ( NLP tasks ) :

D SuperNI benchmark: dialogue generation, information extraction,
question answering, summarization, and sentiment analysis.

Order: 3 tasks are selected from each type, resulting in 15 tasks.
@Long Sequence benchmark.

Order: 15 diverse classification tasks.



Gated Integration of Low-Rank Adaptation for Continual Learning of Large Language Models

Background: Low-Rank Adaptation ( LoRA )
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Hu E J, Shen Y, Wallis P, et al. Lora: Low-rank adaptation of large language models[J]. ICLR, 2022, 1(2): 3.



Gated Integration of Low-Rank Adaptation for Continual Learning of Large Language Models
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Gated Integration of Low-Rank Adaptation for Continual Learning of Large Language Models

Motivation: they force the new and old LoRA branches to influence old

tasks equally, potentially leading to forgetting.

Data X, from task ¢

. Frozen
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Liu X, Chang X. LoRA Subtraction for Drift-Resistant Space in Exemplar-Free Continual Learning[C]//Proceedings of the Computer Vision and
Pattern Recognition Conference. 2025: 15308-15318.



Gated Integration of Low-Rank Adaptation for Continual Learning of Large Language Models

Method:
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(a) Expandable LoRA Architecture in GainLoRA (b) Gating Modules in GainLoRA

Figure 1: (a) shows the expandable LoRA architecture of our GainLoRA for learning the ¢-th new
task. (b) shows that for each task 7;, GainLoRA uses an independent gating module g;(-) to generate
integration coefficient a;.
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Gated Integration of Low-Rank Adaptation for Continual Learning of Large Language Models
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Gated Integration of Low-Rank Adaptation for Continual Learning of Large Language Models
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Integrating Task-Specific and Universal Adapters for Pre-Trained Model-based Class-Incremental

Learning[C]//Proceedings of the IEEE/CVF International Conference on Computer Vision. 2025: 806-816.

12



Gated Integration of Low-Rank Adaptation for Continual Learning of Large Language Models
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Gated Integration of Low-Rank Adaptation for Continual Learning of Large Language Models
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Gated Integration of Low-Rank Adaptation for Continual Learning of Large Language Models

Experiments:

Table 1: Results on different task sequences with T5-large model. Results of methods with * are
copied from existing paper [73].

Method Order 1 Order 2 Order 3 Order 4
APt FT| APt FT| | APt FT| APt FT|
LFPT5* [42] 39.03 10.87 29.70 20.72 | 66.62 1457 67.40 13.20
EPI* [65] - - - - 75.19 0.77 75.10 244
MIGU+FT [[11] - - - - 71.30 11.39 69.05 14.06
EWC [24] 1532 26.78 18.19 30.28 | 4324 23.66 4625 32.90
TaSL 2751 1853 2805 1739 | 71.37 6.20 73.11 6.52
KIFLoRA [14] 2833 1644 3031 1627 | 72.19 3.10 7372 4.75
SeqLoRA 730 4760 7.03 4797 | 4946 2760 33.81 45.53
IncLoRA 1233 4193 16.65 36.56 | 61.19 13.63 6246 1592
C-LoRA [50]] 2269 2425 3281 11.60 | 66.83 864 61.86 14.18
O-LoRA [61] 26.37 19.15 3283 1199 | 7098 369 71.21 403
GainLoRA (O-LoRA) | 47.84 226 4684 291 | 7337 3.02 7601 249
InfLoRA [32] 3978 7.64 3957 893 | 75.15 4.19 75779 347
GainLoRA (InfLoRA) | 4621 240 4644 261 | 78.01 0.77 77.54 1.25
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Gated Integration of Low-Rank Adaptation for Continual Learning of Large Language Models

Experiments:
Table 3: The overall results on different task sequences with Llama-2-7B, Llama-2-13B and Llama-3-
8B.
Order 1 Order 2

Models Methods AP? FT| AP? FT

O-LoRA [61] 3937 15.84 3755 20.23

11 )78 GainLoRA (O-LoRA) | 51.10 496 51.14 5.57

amd-2- InfLoRA [32] 4293 11.23 3994 15.00

GainLoRA (InfLoRA) | 51.27 2.84 50.17 4.71

O-LoRA [61] 4392 14.15 40.05 19.53

Llama-2-13B GainLoRA (O-LoRA) | 5247 4778 51.68 5.86

InfLoRA [32] 4364 14.85 45.74 10.61

GainLoRA (InfLoRA) | 53.64 287 5246 4.90

O-LoRA [61] 4249 885 38.67 19.28

Llama-3-8B GainLoRA (O-LoRA) | 53.39 356 51.69 6.20

InfLoRA [32] 4327 6.02 4877 5.88

GainLoRA (InfLoRA) | 52.18 140 5248 4.21
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Gated Integration of Low-Rank Adaptation for Continual Learning of Large Language Models

Experiments:
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Figure 3: (a), (b) and (c¢) show the number of trainable parameters for different CLL. methods and
model backbones under task sequences Order 1 and Order 2.
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Continuous Subspace Optimization for Continual Learning
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Continuous Subspace Optimization for Continual Learning

Task & Setting: Class Incremental Learning, Pre-Trained Model (ViT-B/16)
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Continuous Subspace Optimization for Continual Learning
Task & Setting: Class Incremental Learning, Pre-Trained Model (ViT-B/16)

CoSO: only optimize the output projection layers in multi-head attention
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Continuous Subspace Optimization for Continual Learning
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Figure 1: CoSO optimizes the parameters in continual low-rank subspaces, enhancing the learning
capacity of models. To mitigate forgetting, the optimization subspaces of the current task are set to
be orthogonal to the historical task subspace. While learning a task, CoSO consolidates the low-rank
approximation matrices {Qﬂt}?:l into a task-specific component S, 7 through Frequent Directions.

The dedicated component is then used to update the historical task subspace spanned by M _1. “



Continuous Subspace Optimization for Continual Learning

Method:
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Continuous Subspace Optimization for Continual Learning
Method: R EBURZEZ 0 E — R AL — B & 28 B3 m 2
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Continuous Subspace Optimization for Continual Learning
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Continuous Subspace Optimization for Continual Learning

| Stage 2: Update historical subspace I Optimizafion space |
: (""" T°" \ e — T T \ [ 1 ]
I | I [ I |
I | 1A : i
! -~ 1 !
1 : r 1 I i
i [ ! ‘ 1 Qa1 Qrz| *** [Qgg ! *=° |} . Str » » I
i | ko l ! i
: I I S~ I Frequent i
! I ' I I Directions |
: l-. _____ JI l\.r__ﬁ____T____fl N— :
i S— Y J \ ' J . lﬁ_! E
{\ M ,_; Residual subspace Low-rank approximation of gradients Task-specific subspace M, }
---------------------------------------------------------------------------------------------------------------- L4 >
Task 1
UXV' =SVD,, (G.,)
_ r2 T,t
Q’r,t = U
eae i e s e e aes Cm e B s s meas e s s

Hyperparameter CIFARIO0O ImageNet-R DomainNet

Projection rank (r) 15 50 70

Frequent directions rank (r2) 100 120 160

25



Continuous Subspace Optimization for Continual Learning

Experiments:

Table 1: Results (%) on ImageNet-R with varying numbers of tasks (5, 10 and 20). All reported
results with mean and standard deviation are computed over 3 independent runs.

ImageNet-R (5 Tasks) ImageNet-R (10 Tasks) ImageNet-R (20 Tasks)

Method
ACCs ACC5 ACChp ACChyo ACCy ACCyy

L2P 65.0340.03 09.9710.15 62874072 68.90+0.58 98.6440.32 69.9740.35
DualPrompt 68.241023 71.8210.39 65.304052 69.6210929 60.471954 65.914¢52
CODA-P 73.6040.15 77.88+030 (2.104029 76904041 67164011 72.3440.44
InfLoRA 77931030 82.241911 74434031 80.901006 70.301014 77.0410.06
SD-LORA 79154090 83.0lious 77.343045 82041094 75264037 80.2210 79
VPLLNSP?2  79.72.010 84.331000 7787010 83.09:026 754241027 81.3210.91
CoSO 82.10.0 15 86.38.00 8110050 85565015 78.19.005 83.69.0 15
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Continuous Subspace Optimization for Continual Learning

Experiments:

Table 2: Results (%) on CIFAR100 (10 Tasks) and DomainNet (5 Tasks). All reported results with
mean and standard deviation are computed over 3 independent runs.

Method CIFAR100 (10 Tasks) DomainNet (5 Tasks)
ACChyg ACCq ACCS ACCH

L2P 82.641026 87.904019 70.031L0.009 79.6510.06
DualPrompt 84.6841090 90.121005 72.25410.05 77.8440.02
CODA-P 86.604+0.37 91.464020 73.1641007 78.7940.04
InfLoRA 86.85:&0.08 91~45i0.16 73~09i0.11 79~21:|:0.08
SD-LoRA 87.30:&0.45 91.81i0.27 73-20i0.12 79.03:&0,04
VPT-NSP?  88.091012 9248.:011 72.524013 T78.6810.06
CoSO 88.77:|:0. 16 92.99:|:Q .23 74.27:|:0.07 SO.OSiQ .04
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