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Incremental learning

动机：随着时间的推移，更多的新数据逐渐可

用，同时旧数据可能由于存储限制或隐私保护

等原因逐渐不可用。

能力：不断地处理现实世界中连续的信息流，

在吸收新知识的同时保留甚至整合、优化旧知

识的能力。[1]

操作：通过对新的复杂多变环境下的数据进行

持续学习，而不是重头训练整个模型。

增量学习（Incremental Learning，持续学习(Continual Learning)）

[1] Parisi G I, Kemker R, Part J L, et al. Continual lifelong learning with neural networks: A review[J]. Neural networks, 2019, 113: 54-71.

[2] Zhou D W, Wang Q W, Qi Z H, et al. Class-incremental learning: A survey[J]. IEEE Transactions on Pattern Analysis and Machine Intelligence,
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Incremental learning

可塑性（learning plasticity）稳定性（memory stability）

关键点：灾难性遗忘（catastrophic forgetting）

原因：原有的固定数据→连续的数据流，Stability-Plasticity dilemma

从新数据中整合新知识和提

炼已有知识的能力

参数可变

防止新输入对已有知识的显

著干扰

希望参数不变
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Incremental learning
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Gated Integration of Low-Rank Adaptation for Continual Learning of Large Language Models
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Task & Setting：Continual Learning，LLM（T5、Llama-2、Llama-3），

Low-Rank Adaptation（LoRA）

Datasets（ NLP tasks ）：

 ① SuperNI benchmark: dialogue generation, information extraction, 

question answering, summarization, and sentiment analysis. 

Order：3 tasks are selected from each type, resulting in 15 tasks.

②Long Sequence benchmark. 

Order：15 diverse classification tasks.

Gated Integration of Low-Rank Adaptation for Continual Learning of Large Language Models
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Background：Low-Rank Adaptation（LoRA）

“全量微调”的参数量为d*d ；LoRA微调的参数量为2r*d（ r<<d ）

Gated Integration of Low-Rank Adaptation for Continual Learning of Large Language Models

Hu E J, Shen Y, Wallis P, et al. Lora: Low-rank adaptation of large language models[J]. ICLR, 2022, 1(2): 3.
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Background：LoRA——用更少的参数去近似建模一个复杂变换

Gated Integration of Low-Rank Adaptation for Continual Learning of Large Language Models

Hu E J, Shen Y, Wallis P, et al. Lora: Low-rank adaptation of large language models[J]. ICLR, 2022, 1(2): 3.
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Motivation：they force the new and old LoRA branches to influence old 

tasks equally, potentially leading to forgetting.

Gated Integration of Low-Rank Adaptation for Continual Learning of Large Language Models

Liu X, Chang X. LoRA Subtraction for Drift-Resistant Space in Exemplar-Free Continual Learning[C]//Proceedings of the Computer Vision and

Pattern Recognition Conference. 2025: 15308-15318.
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Method:

Gated Integration of Low-Rank Adaptation for Continual Learning of Large Language Models
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Method:

Gated Integration of Low-Rank Adaptation for Continual Learning of Large Language Models
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Method:

Gated Integration of Low-Rank Adaptation for Continual Learning of Large Language Models

Wang Y, Zhou D W, Ye H J. Integrating Task-Specific and Universal Adapters for Pre-Trained Model-based Class-Incremental

Learning[C]//Proceedings of the IEEE/CVF International Conference on Computer Vision. 2025: 806-816.
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Method:
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Method:
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Experiments:

Gated Integration of Low-Rank Adaptation for Continual Learning of Large Language Models
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Experiments:

Gated Integration of Low-Rank Adaptation for Continual Learning of Large Language Models
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Experiments:

Gated Integration of Low-Rank Adaptation for Continual Learning of Large Language Models



Continuous Subspace Optimization for Continual Learning
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Task & Setting: Class Incremental Learning，Pre-Trained Model (ViT-B/16)

Motivation：不想引入LoRA，认为∆𝑊 = 𝐵 × 𝐴中每一个列向量，都是 

A 矩阵列向量的线性组合（列空间），这是∆𝑊的范围；A 的更新本质

是 “微调这 r 个列向量的数值”，微调列空间的 “维度” 和 “核心方

向”有限 。

Continuous Subspace Optimization for Continual Learning
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Task & Setting: Class Incremental Learning，Pre-Trained Model (ViT-B/16)

CoSO：only optimize the output projection layers in multi-head attention 

module.

Continuous Subspace Optimization for Continual Learning
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Method：

Continuous Subspace Optimization for Continual Learning
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Method：

ℳ𝜏是 “参数更新方向的集合”（正交基矩阵），维度随任务增多而扩

大（每新增一个任务，拼接其核心方向），训练时的 “约束工具”。

Continuous Subspace Optimization for Continual Learning
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Method：提取低维核心梯度 → 低维优化 → 映射回高维更新梯度

减少计算开销！

Continuous Subspace Optimization for Continual Learning
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Method：提取低维核心梯度 → 低维优化 → 映射回高维更新梯度
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Method：

Continuous Subspace Optimization for Continual Learning
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Experiments:

Continuous Subspace Optimization for Continual Learning
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Experiments:

Continuous Subspace Optimization for Continual Learning
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